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AGENDA
Language technology through the ages: from rules to foundation models

Generative models

Choosing the right tool for the job
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2. Why neural networks dominate the field of natural language processing

3. What to keep in mind if you want to use them in your research

4. How to best utilize large language models 
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FROM RULES TO NEURONS
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informed expert 
systems 
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NLP 
Feature-based 
statistical systems  
Late 1980s to 
2010s.

Neural NLP 
First NLP systems 
based on neural 
networks 

AlexNet 
CNNs win the 
ImageNet 
competition by 
more than 10 
percentage points 

Word 
Embeddings 
Vector 
representations of 
word co-
occurrence 
become popular

Sequence 
Models 
Text is modelled 
using sequential 
(neural) models 
such as LSTMs

1950

1990 2012

2010 2013

2014

2017

BERT and Pre-
trained Models 
Pre-training starts 
gaining popularity with 
the introduction of BERT 

2018 2023

The era of 
generative 
models 
A flood of interactive, 
easy-to-use generative 
models are released  
 

Transformers 
The groundbreaking 
“Attention is all you 
need” paper introduces 
the transformer 
architecture

2020
Model Scale 
Increased focus on 
scaling of pre-trained 
models, especially with 
the introduction of GPT-3
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Source: Jurafsky, D., & Martin, J. H. (2019). Speech and Language Processing An Introduction to Natural Language Processing, 
Computational Linguistics, and Speech Recognition (3rd ed.). 
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Align with human values: 

    Helpfulness, Honesty, Harmlessness

⇒ Reinforcement Learning from Human Feedback
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Source: https://openai.com/research/instruction-following 

30k tasks!

https://openai.com/research/instruction-following
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Source: https://openai.com/research/instruction-following 

30k tasks!

https://openai.com/research/instruction-following
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Source: https://openai.com/research/instruction-following 

30k tasks!

https://openai.com/research/instruction-following
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Data quality is key!
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Source: https://lmsys.org/blog/2023-03-30-vicuna/

https://lmsys.org/blog/2023-03-30-vicuna/
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Source: https://lmsys.org/blog/2023-03-30-vicuna/

Cost to train Vicuna: $300

https://lmsys.org/blog/2023-03-30-vicuna/
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Source: https://www.saattrupdan.com/posts/2023-04-16-open-source-chatgpt-alternatives

Note: only open-source models

https://www.saattrupdan.com/posts/2023-04-16-open-source-chatgpt-alternatives
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Source: https://www.saattrupdan.com/posts/2023-04-16-open-source-chatgpt-alternatives

https://www.saattrupdan.com/posts/2023-04-16-open-source-chatgpt-alternatives
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Sources: Gudibande, A., Wallace, E., Snell, C., Geng, X., Liu, H., Abbeel, P., Levine, S., & Song, D. (2023). The False Promise of 
Imitating Proprietary LLMs (arXiv:2305.15717). arXiv. https://doi.org/10.48550/arXiv.2305.15717 

Dettmers, T., Pagnoni, A., Holtzman, A., & Zettlemoyer, L. (2023). QLoRA: Efficient Finetuning of Quantized LLMs (arXiv:2305.14314). 
arXiv. https://doi.org/10.48550/arXiv.2305.14314

BUT! LLMs are difficult to evaluate

Learn style, not facts

https://doi.org/10.48550/arXiv.2305.15717
https://doi.org/10.48550/arXiv.2305.14314
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Sources: Gudibande, A., Wallace, E., Snell, C., Geng, X., Liu, H., Abbeel, P., Levine, S., & Song, D. (2023). The False Promise of 
Imitating Proprietary LLMs (arXiv:2305.15717). arXiv. https://doi.org/10.48550/arXiv.2305.15717 

Dettmers, T., Pagnoni, A., Holtzman, A., & Zettlemoyer, L. (2023). QLoRA: Efficient Finetuning of Quantized LLMs (arXiv:2305.14314). 
arXiv. https://doi.org/10.48550/arXiv.2305.14314

BUT! LLMs are difficult to evaluate

Learn style, not facts

Better foundation model = better instruction model  

https://doi.org/10.48550/arXiv.2305.15717
https://doi.org/10.48550/arXiv.2305.14314
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Supervised learning
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Supervised learning Zero/few-shot learning
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Zero shot  

    11+9=
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Zero shot  

    11+9=

Please proofread the following text, making sure to substitute all abbreviations.
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Zero shot  

    11+9=

Few shot 

    1+1=2, 3+8=11, 11+9=

Please proofread the following text, making sure to substitute all abbreviations.
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Zero shot  

    11+9=

Few shot 

    1+1=2, 3+8=11, 11+9=

Please proofread the following text, making sure to substitute all abbreviations. For example, 

NLP should be changed to Natural Language Processing

Please proofread the following text, making sure to substitute all abbreviations.
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Source: Ayers, J. W., Poliak, A., Dredze, M., Leas, E. C., Zhu, Z., Kelley, J. B., Faix, D. J., Goodman, A. M., Longhurst, C. A., Hogarth, M., & 
Smith, D. M. (2023). Comparing Physician and Artificial Intelligence Chatbot Responses to Patient Questions Posted to a Public 
Social Media Forum. JAMA Internal Medicine. https://doi.org/10.1001/jamainternmed.2023.1838 

https://doi.org/10.1001/jamainternmed.2023.1838
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You are an expert Linguist. You are tasked with extracting semantic relations from a text.

For the given texts perform the following tasks step by step. Writing out your thought process as you go along.

1. **Identify the relations**: For each sentence, identify the words) representing an action/relation.

2. **Identify arguments**: Identify 2 arguments of that relation. Look for the 2 components it is relating such that they form a sentence. The sentence can be grammatically incorrect to a small extent.

3. **Add time and location information**: Add any information relevant to **when and where** the action/event took place if it is available.

4. **Add source information**: Include relevant background that clarifies the semantic triplet's relationship, such as the source or speaker E.g.

5. **Supply the relation in the specified JSON format**: Supply the relation in the specified JSON format. The JSON format is as follows:
{output_schema}
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You are an expert Linguist. You are tasked with extracting semantic relations from a text.

For the given texts perform the following tasks step by step. Writing out your thought process as you go along.

1. **Identify the relations**: For each sentence, identify the words) representing an action/relation.

2. **Identify arguments**: Identify 2 arguments of that relation. Look for the 2 components it is relating such that they form a sentence. The sentence can be grammatically incorrect to a small extent.

3. **Add time and location information**: Add any information relevant to **when and where** the action/event took place if it is available.

4. **Add source information**: Include relevant background that clarifies the semantic triplet's relationship, such as the source or speaker E.g.

5. **Supply the relation in the specified JSON format**: Supply the relation in the specified JSON format. The JSON format is as follows:
{output_schema}

- **Supply the relation in the specified JSON format**
```json
{
    "triplets": [
        {
            "predicate": "said",
            "subject": "Ford Motor Co.",
            "object": "it is recalling about 3,600 of its 1990 - model Escorts because the windshield adhesive was improperly applied to some cars",
        },
        {
            "predicate": "is recalling",
            "subject": "Ford Motor Co.",
            "object": "about 3,600 of its 1990 - model Escorts",
            "context": "Ford Motor Co. said",
        },
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PROS CONS
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PROS
Allows zero- and few-shot learning

Very general purpose

New types of applications

CONS
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PROS
Allows zero- and few-shot learning

Very general purpose

New types of applications

CONS
Responses authoritative and helpful regardless 

of truth value

Lack of sources

Hallucinations



GENERATIVE MODELS AS TOOLS FOR 
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GENERATIVE MODELS
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Keep in mind what they are and how they are trained:

Seemingly correct and helpful answers

Not necessarily to be factually correct nor to provide sources!
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Use when you can check the output - not as ground truth

Brainstorming
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Use when you can check the output - not as ground truth

Brainstorming

Proofreading

Source: https://www.editgpt.app/
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Use when you can check the output - not as ground truth

Brainstorming

Proofreading

Sparring partner

Getting an overview of unfamiliar concepts

Analysis tool

You are an expert Linguist. You are tasked with extracting semantic relations from a 
text.

For the given texts perform the following tasks step by step. Writing out your thought 
process as you go along.

1. **Identify the relations**: For each sentence, identify the words) representing an 
action/relation.

2. **Identify arguments**: Identify 2 arguments of that relation. Look for the 2 
components it is relating such that they form a sentence. The sentence can be 
grammatically incorrect to a small extent.

3. **Add time and location information**: Add any information relevant to **when and 
where** the action/event took place if it is available.

4. **Add source information**: Include relevant background that clarifies the semantic 
triplet's relationship, such as the source or speaker E.g.

5. **Supply the relation in the specified JSON format**: Supply the relation in the 
specified JSON format. The JSON format is as follows:
{output_schema}
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Don’t take the output for absolute truth

Don’t use it as Google

Double check all sources and facts

True, but unjustified, beliefs

Jailbreaking



CHOOSING YOUR WEAPON
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Symbolic 
NLP 
Linguistically 
informed expert 
systems 

Statistical 
NLP 
Feature-based 
statistical systems  
Late 1980s to 
2010s.

Neural NLP 
First NLP systems 
based on neural 
networks 

AlexNet 
CNNs win the 
ImageNet 
competition by 
more than 10 
percentage points 

Word 
Embeddings 
Vector 
representations of 
word co-
occurrence 
become popular

Sequence 
Models 
Text is modelled 
using sequential 
(neural) models 
such as LSTMs

1950

1990 2012

2010 2013

2014

2017

BERT and Pre-
trained Models 
Pre-training starts 
gaining popularity with 
the introduction of BERT 

2018 2023

The era of 
generative 
models 
A flood of interactive, 
easy-to-use generative 
models are released  
 

Transformers 
The groundbreaking 
“Attention is all you 
need” paper introduces 
the transformer 
architecture

2020
Model Scale 
Increased focus on 
scaling of pre-trained 
models, especially with 
the introduction of GPT-3

85
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What do you want to do?

Document classification Word-level information Information extraction

Is machine learning necessary? Rules/dictionary

Standard task? Off-the-shelf transformer model

Labelled data? Finetune a model

Zero/few-shotNo pretrained model in your language?
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87Source: https://huggingface.co/

https://huggingface.co/
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https://huggingface.co/spaces


HUGGING FACE

89Source:https://huggingface.co/spaces/uwnlp/guanaco-playground-tgi 

https://huggingface.co/spaces/uwnlp/guanaco-playground-tgi


RESOURCES FOR DANISH
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DaCy: pretrained models for classical NLP tasks for Danish:
Sentiment, named entity recognition/linking, parts-of-speech tagging, 
dependency parsing, (coreference resolution) 
https://github.com/centre-for-humanities-computing/DaCy

Alexandra Institute: pretrained models and datasets for Danish:
Offensive text, named entity recognition, zero-shot classification
https://huggingface.co/alexandrainst

https://github.com/centre-for-humanities-computing/DaCy
https://huggingface.co/alexandrainst


THANKS! 

QUESTIONS
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